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William Hill improves MTTR by 80% 

5.2 

million online transactions every day 

80% 

improvement in MTTR 

25% 

improvement in resolving P1 incidents 

within 60 minutes 

Every day, William Hill publishes 5.1 million price changes, where 
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Decreasing downtime and 
improving troubleshooting 

Issues can occur rapidly, given the real-time nature and complexity of the tech stack at 

William Hill. "The odds change immediately and we have to be on the button. If people 

get better odds elsewhere, they'll go. if we lose a minute, we lose thousands of 

customers. We need to know what's going on within every stack and every application," 

says Stephen Wild, engineering manager for observability and automation at William 

Hill. It is very difficult to work in advance exactly how busy they are going to be. 

To try to see what was happening, William Hill had a number of different monitoring 

tools to monitor their tech stack. But they were repeatedly failing, often overnight, which 

meant a wake-up call for Stephen's team. "We knew we needed to replace what we had. 

It just wasn't cutting the mustard. We needed something that was, first of all, easy to use. 

Something reliable, stable, and elastic," says Stephen. 

Stephen Wild, engineering manager for observability and automation at William Hill, discusses how New 

Relic helped them improve MTTR by 80%. 



Data powered retrospectives 

For incident retrospectives, William Hill leverages Impact Listener to create post
mortem reports for operational support teams, SREs, and development teams to 
evaluate how they can triage similar incidents in the future. This, together with real-time 
analytics, allows the teams to start to drive KPls and continuous improvement. The KPls 
are published, tracked, and made accessible to all employees via New Relic's 
dashboards for each business service. William Hill also uses dashboards for proactive 
alerting to spot trends and flags where teams need to improve. 

'' In terms of reliability, it's 100%. There's been absolutely no downtime. We don't have a 
problem with it at all. It's become a bit of a cliche. 

Stephen Wild 

Engineering Manager for Observability and Automation at William Hill 

A reliable platform allows teams to 

do their best work 

"What I like the most about New Relic, is that it's reliable, it works. It does what it says on 
the tin. I like the people, I like the support that they give me. You could have a five-star 
product, if you haven't got the support, you may well not have a product at all," says 
Stephen. 

"In terms of reliability, it's 100%. There's been absolutely no downtime. We don't have a 
problem with it at all. It's become a bit of a cliche. We don't worry about it. Mean-time to 
resolve, it's now much better at 80%. We were down at 50-60%. And it was just 
untenable what we had before. It's reliability alone that has allowed the teams to do 
whatever they need to do now. And they're not just concentrating on reviving dead 
product," says Stephen. 

"We have three big events that we need to seriously prepare for and it's a nightmare for 
observability. The Grand National to us is the equivalent of five Saturdays all rolled into 
one. And we thought that not a single monitoring platform would be able to cope with 
the Grand National. New Relic just did. In the last three Grand Nationals, we've not had to 
involve New Relic, because it's just worked. It's been stable, it's kept ingesting data. 
We've had no failures. What more could you ask?" says Stephen. 




